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In principle, equilibrium analytical ultracentrifuga-
tion (AU) can be used to quantify the binding stoichi-
ometry and affinity between small-molecule ligands
and proteins in aqueous solution. We show here that
heteromeric binding constants can be determined us-
ing a data-fitting procedure which utilizes a postfit-
ting computation of the total amount of each compo-
nent in the centrifuge cell. The method avoids
overconstraining the fitting of the radial concentra-
tion profiles, but still permits unique binding con-
stants to be determined using measurements at a sin-
gle wavelength. The computational program is
demonstrated by applying it to data obtained with
mixtures of a 500-Da molecule and interleukin-2, a
16-kDa protein. The 1:1 binding stoichiometry and het-
eromeric dissociation constants (Kab) determined from
centrifuge data at two different wavelengths are
within the 4–9 mM range independently determined
from a functional assay. Values for Kab have been ob-
tained for ligands with affinities as weak as 500 mM.
This AU method is applicable to compounds with sig-
nificant UV absorbance (;0.2) at concentrations
within ;5- to 10-fold of their Kab. The method, which
has been incorporated into a user procedure for Igor-
Pro (Wavemetrics, Oswego, OR), is included as supple-
mentary material. © 2001 Elsevier Science

Sedimentation equilibrium analysis by analytical ul-
tracentrifugation (AU)2 offers a powerful and versatile

1 Supplementary data for this article are available on IDEAL
(http://www.idealibrary.com).

2 Abbreviations used: AU, analytical ultracentrifugation;

IC50,inhibition constant (ligand concentration at 50% inhibition); K d
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method for studying biologically important molecules
in aqueous solutions (1–3). The method in general re-
lies on the analysis of concentration gradients pro-
duced by the differential sedimentation of species with
different molecular weights. Modern, computerized in-
strumentation and data analysis have so increased the
efficiency of this method that it is now applied rou-
tinely to the determination of protein–protein and pro-
tein–DNA binding equilibrium constants (e.g., 4–6).
However, application of equilibrium AU to the binding
of small molecules to larger proteins appears to have
been relatively neglected. In part, this is due to the
perceived difficulty in reliably detecting the small
change in molecular weight of the large molecule upon
binding of a much smaller one.

This problem is easily overcome once it is recognized
that the smaller molecule experiences a very large
molecular weight increase when it binds. Binding of
the small-molecule ligand is readily visualized when
the compound absorbs at a wavelength where the pro-
tein does not. Figure 1 shows such a situation schemat-
ically. A small molecule, detected at 320 nm, does not
sediment when centrifuged at 25K rpm in the absence
of protein. When a binding protein is added, the appar-
ent mass of the small molecule increases, yielding a
large concentration gradient at 320 nm and an offset
due to the unbound small molecule. As shown in Fig. 1,
the observed gradient can be deconvolved into its var-
ious components—unbound compound, unbound pro-

(K ab), dissociation constant of ab heterodimer; DMSO, dimethyl sul-
oxide; RMS, root mean square; xmat, root mean square deviation

between calculated and known component concentrations; IL-2, in-
terleukin-2; IL-2R, IL-2 receptor; PBS, phosphate-buffered saline;

SPA, scintillation proximity assay.
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tein, and the compound/protein complex. Qualitatively,
one can determine that a compound is binding simply
by observing a gradient in the presence of protein.
Such an analysis has been used to rank relative bind-
ing affinities and to approximate the binding stoichi-
ometry (7–9). This experiment would be much more
valuable, however, if binding measurements were (a)
quantifiable and (b) applicable to wavelengths where
both compound and protein are observed.

There are a small number of published methods de-
signed explicitly for the determination of heteromeric
dissociation constants (K ab) by sedimentation equilib-
rium (2, 10–12). In addition, a rigorous thermody-
namic treatment including activity coefficients has
been shown to be applicable to heteromeric systems
(13–15). In every case, however, quantifying the bind-
ing of small-molecule ligands to larger proteins by
equilibrium AU requires a quantitative consideration
of component mass balance. This is because the equa-
tions which define sedimentation equilibrium rely only
on the shape of gradient curves and not on the concen-
tration of materials, some of which have sedimented to
the cell bottom. Published methods have used different
approaches to constrain the component concentrations
in order to maintain mass balance and to deconvolve
the separate contributions from the protein and ligand
at wavelengths where both components absorb. For
example, the “multiwavelength scan method” has been
used by Kim et al. to quantify the binding of a 13-bp

FIG. 1. Simulation showing equilibrium sedimentation radial conc
500 Da, extinction coefficient (e) 5 25,000 M21 cm21 in the presence o
shape). (A) Compound does not bind protein. (B) Compound binds to p
olid lines show the observed absorption signal, the dashed lines sho
rom unbound monomers are shown by 1’s (low Mw component) an
DNA fragment to the DNA-binding domain of heat
shock transcription factor (16). In this work, Kim et al.
took advantage of the fact that DNA and proteins have
readily distinguishable UV absorption spectra. Solu-
tions of DNA and protein were monitored at several
wavelengths and the contribution from each compo-
nent was deduced by simultaneously solving the equi-
librium sedimentation equations for each data set.
Earlier, Lewis developed the method of “implicit con-
straints” (mentioned in 10) which computes the inte-
grated concentrations of the two different molecules to
provide the additional data constraint necessary for a
unique fit to the data. Programs developed by Minton
(TWOCOMP, discussed below) (11) also employ this
constraint. Minton recommended using both multiple-
wavelength scanning and loading concentration con-
straints to reduce unwanted parameter correlation in
data fitting. Although loading concentration con-
straints alone should be sufficient to obtain mass bal-
ance, errors in initial loading concentrations and cell
volumes can seriously distort data fitting.

We set out to develop AU as a quantitative binding
assay for small-molecule antagonists of protein–pro-
tein interactions. Protein–protein interactions govern
a host of biological processes and therefore represent
an important class of therapeutic targets. However,
traditional methods of small-molecule drug discovery
have often yielded compounds with nonspecific binding
sites and ill-defined mechanisms. It is therefore impor-
tant to develop simple methods for verifying affinity

ration profiles for 5 mM small molecule (small triangle) with MW 5
mM of a larger molecule (15 kDa, e 5 3000 M21 cm21; large, indented
ein with 1:1 stoichiometry and a dissociation constant of 1027 M. The
he contribution of the 1:1 complex (combined shapes). Contributions
’s (high MW).
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100 ARKIN AND LEAR
ment studies, we use the interleukin-2 (IL-2)–IL-2 re-
ceptor (IL-2R) system as a model. IL-2 represents an
important drug target because binding of IL-2 to IL-2R
triggers proliferation of T-helper cells, a cardinal event
in autoimmune disease and graft rejection. Further-
more, Tilley et al. (17) have published the discovery
and characterization of a synthetic small-molecule li-
gand (Ro26-4550; Scheme 1) that binds to IL-2 and
inhibits the interaction of IL-2 with the a chain of
IL-2R. Arkin and co-workers have further character-
ized the binding of Ro26-4550 to IL-2 by X-ray crystal-
lography and have used this system to validate and
compare biophysical methods such as NMR, calorime-
try, and surface plasmon resonance (18 and unpub-
lished results). Collectively, these experiments show
that Ro26-4550 binds with 1:1 stoichiometry to IL-2 at
the IL-2Ra binding site with a K ab ; 5 mM.

In this paper, we apply a novel AU data analysis
method to determine the binding constants of small-
molecule ligands to IL-2. Our method, named “HetFit-
ter,” differs from those previously described in that it
utilizes a postfitting computation of loading concentra-
tions to provide a secondary criterion for evaluating
data fits. This approach avoids both parameter ambi-
guity and fit distortion and allows rational choices to be
made among different models giving nearly equivalent
fits to radial concentration profiles. We demonstrate
the use of HetFitter by determining the binding char-
acteristics of SP2214 and SP1189 (18), Ro26-4550 de-
rivatives synthesized in our laboratory. These com-
pounds represent two typical experimental conditions;
the absorbance spectrum for SP2214 extends to wave-
lengths where IL-2 does not absorb, whereas SP1189
has a weak absorbance spectrum which overlaps that
of IL-2. By applying our data analysis method to equi-
librium AU data determined at a single wavelength,
we are able to determine unique binding constants
between these compounds and IL-2. The dissociation
constant obtained for IL-2/SP2214 is nearly the same
at 320 nm, where the protein is not detectable, and at
290 nm, where compound and protein are both ob-
served. Moreover, for a series of compounds, the rank
ordering of K ab’s determined by our method agrees
closely with inhibition constants obtained from func-
tional assays. These measurements use about 100 mg of

rotein and require only that the compound show sig-
ificant UV absorbance at concentrations within 5- to

SCHE
0-fold of its binding affinity. AU thus provides an
alternative to methods such as isothermal calorimetry
and NMR, both of which require large amounts of
material and high compound solubility.

MATERIALS AND METHODS

AU measurements employ the Beckman XLA, which
measures the optical density of a solution at fixed,
chosen wavelengths along the radius of a centrifuging
cell. The resulting radial profile represents the total
concentration of optically absorbing species in the cell.
This signal, S(r), is the sum of the absorbances, related
to their respective concentrations through Beer’s law,
of each of the contributing species. For associating
components (a and b), the equilibrium concentrations
of the associated species (ab) at each radial position
an be related to the component monomer concentra-
ions (a 1 b) by suitably defined equilibrium constants
K ab). We employ the following equation to describe the

radial concentration distribution associated with equi-
librium sedimentation in centrifugation:
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where S(r) is signal due to all sedimenting species at
radial position r; e a,b is the monomer molar extinction
coefficient of a, b; e ab is the molar extinction coefficient
component a when complexed with b; Ca,b is the molar
concentration at r o of monomer of molecular weight
Ma,b; x 5 ((12n# r)v 2)/ 2 RT(r 22r o

2); r o is the arbitrary
fixed radius reference; na,b is the number of a,b mono-

ers in particular association state being considered;
na,nb,nab is the dissociation constant in units of (e.g.)

Molar (na-1)for a,b,ab species; n# is the partial specific
volume (cm3/g) of all sedimenting species (assumed

1

equal); r is the density of supporting buffer (g/cm3); v is



v
p
c

t
d
f
m
l
c

w
u

101HETEROMERIC ASSOCIATION DATA ANALYSIS
the angular velocity of rotor (radians/s); Ma,b is the
molecular weight of monomer a,b species (g/mol); R is
the ideal gas constant (8.315 3 107 ergs K21 mol21); and
T is the temperature (K).

This equation, derived from elementary principles of
equilibrium sedimentation (e.g., 2, 19, 20) has three
terms, representing the gradient at sedimentation
equilibrium for the protein, ligand, and complex, re-
spectively. Each term allows for oligomerization, given
by n. The absorbance of each species is given by Beer’s
law, 1.2 * n * e * C i (where e is the monomer extinction
coefficient, 1.2 is the pathlength in the centrifuge cell,
and C i is the volume concentration of species i). For
simplicity, the partial specific volume is assumed to be
the same for all species. This assumption could readily
be relaxed if components of widely different partial
specific volumes were to be studied. In most cases, an
adjustment of the assumed molecular weight of one of
the components should suffice to compensate for buoy-
ancy differences. The partial specific volume for IL-2
and density of buffer were calculated using the soft-
ware Sednterp (21).

A function using this equation was implemented
within an IgorPro (Wavemetrics, Oswego, OR) User
Procedure (called HetFitter; see supplementary mate-
rial) and used to analyze SE curves via nonlinear least
square data fitting using IgorPro’s Levenberg–Mar-
quardt algorithm. After fitting experimental (or simu-
lated) S(r) curves, another, separate function within
the procedure uses the best-fit parameters to integrate
the equilibrium concentrations of each species over the
entire volume of solution in the centrifuge cell. From
these integrated concentrations, the function computes
the total concentration of each component (a and b)
and compares the result with the known (user-input)
concentrations.

The computation of concentrations is indispensable
in fitting two component equilibria because sedimen-
tation equilibrium calculations are based entirely on
concentration gradients. Without constraints on com-
ponent concentrations, values obtained by curve fitting
alone can easily be inconsistent with values required
for material balance over the cell. In the TWOCOMP
programs developed by Minton (11), total concentra-
tion of each component in the cell is used as a con-
straint in curve fitting. We have found, however, that
small errors in concentrations can so bias the curve fit
that calculated radial concentration profiles deviate
unacceptably from the observed data. To avoid this
problem, our method fits radial concentration profiles
with freely varying component concentrations, but over
a range of fixed binding parameters. Each round of
fitting at a fixed dissociation constant produces a best-
fit radial concentration profile and a value of the pre-
dicted integrated concentration. Using the summed

root-mean-square (RMS) deviation between the calcu-
lated and known component concentrations (xmat) pro-
ides a systematic way to distinguish among differing
arameter sets giving equally good fits to radial con-
entration profiles.
To provide a comparison of our fitting method with

hose utilizing strict material balance constraints, we
ownloaded Minton’s TWOCOMP software package
rom the public site ftp://alpha.bbri.org/rasmb/spin/

s_dos/twocomp-minton/. Solution concentration (g/
iter), extinction coefficient (1.2 liter/g), and equilibrium
onstant (g/liter)(1 2 n) units in that program (described in

11) were related to those used in our program by appli-
cation of appropriate, molecular-weight-dependent con-
version factors. The module “2CS1Fit” was employed
since no more than three data sets needed to be fit simul-
taneously. The “fcomp1” and “fcomp2” parameters (de-
fined as the fractions of component competent to undergo
further association) were held constant at unity for initial
fitting and then allowed to vary freely to refine curve fits.
Component loading concentrations, sample meniscus,
and cell bottom positions were manually input to be the
same as those used in HetFitter.

Sample preparation. Compounds were synthesized
at Sunesis Pharmaceuticals (18). Dimethyl sulfoxide
(DMSO) and buffer salts were purchased from Sigma.
Water was purified by Milli-Q filtration system (Milli-
pore). Stock solutions were made by dissolving weighed
compounds into DMSO. Solutions for absorbance and
AU measurements were prepared by diluting DMSO
stocks in phosphate-buffered saline to a final DMSO
concentration of 1% (v/v). IL-2 was cloned and ex-
pressed in E. coli as previously described (22, 23).

Absorbance spectra. UV-visible absorbance spectra
ere measured with an Agilent 8453A spectrometer,
sing microcuvettes (Hellma) with 70 ml volume and 1

cm pathlength. Extinction coefficients were deter-
mined from the absorbance of PBS/1% DMSO solutions
according to Beer’s Law. These spectra and calculated
extinction coefficients are used only to determine ap-
propriate wavelengths and concentrations for AU stud-
ies. Extinction coefficients calculated from the spec-
trometer differed from those calculated from the AU
data by 0–50%, depending on the wavelength mea-
sured and the intensity of the XLA lamp. Typical vari-
ances are within 25%.

AU measurements. Equilibrium sedimentation ex-
periments utilized six-sector cells in an eight-cell rotor
(Beckman). Samples were set up in one of two ways. In
the first, compounds (40 mM) were added to 8, 40, or
200 mM IL-2 in sectors A–C of one cell. Forty micromo-
lars of each compound were monitored in the same
experiment in another cell. It may be preferable to
have the compound in the same cell as the compound/

protein samples, however, since we have found that
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inaccuracies in the absorbance measurement between
cells can complicate the determination of extinction
coefficients, particularly when the absorbance spectra
contain sharp peaks. Several experiments (including
Figs. 3 and 4) were therefore set up with compound in
sector A, protein in sector B, and compound plus pro-
tein in sector C. While fewer compounds can be ana-
lyzed by this approach, we recommend it for obtaining
more accurate extinction coefficients and therefore
more accurate dissociation constants. Experiments
with SP2214 used 25 mM compound and varying pro-
tein concentrations (5, 25, 100 mM). Experiments with
SP1189 used 80 mM compound, with protein concen-
trations of 40 and 80 mM.

Equilibrium AU experiments were done as follows:
at a rotor speed of 3K rpm, wavelength scans (spectra)
were measured for each sample, followed by radial
scans. The extinction coefficient used for fitting was
determined from these 3K radial scans. The centrifuge
was then set at 20K or 25K rpm and run for 20–24 h
before radial scans were collected at each wavelength
of interest. Previous studies at multiple speeds showed
that our preparation of IL-2 behaves as a monomer at
these concentrations. The 20–25K rpm scans were
used for K ab determination by HetFitter and
TWOCOMP. Finally, the centrifuge was set at 50K
rpm and run for 20–24 h before radial scans were
collected at the same wavelengths. The absorbance at
the meniscus in the protein-only sectors was used to
determine an appropriate baseline value to use in the
fit. These absorbance values were sufficiently close to
zero (,0.01 OD) that, to facilitate comparisons with
the TWOCOMP program, we assumed zero values for
curve fitting (see “Notes on Accuracy and Reliability”
below). The 50K rpm data are also useful for qualita-
tively assessing compound binding by observing the
absorbance at the meniscus in sectors containing both
compound and protein.

Scintillation proximity assay (SPA). The inhibitory
constant (IC50) is defined as the ligand concentration at
50% inhibition of the IL-2–IL-2Ra complex. The IC50

values for all compounds were determined by SPA us-
ing 12 threefold serial dilutions of compound. Each
well of a 12-point titration included compound, 10 nM
IL-2 labeled with tritiated propionic acid, and scintil-
lant-containing beads labeled with streptavidin and
saturated with biotinylated IL-2Ra (0.7 mg/ml beads;
streptavidin beads from Amersham), in a final volume
of 100 ml Superblock with 1% DMSO. Scintillation due
to IL-2 bound to IL-2Ra was read on a Trilux scintil-
lation counter (Applied Biosystems). IC50 values were
determined from curves of scintillation counts versus
compound concentration using a nonlinear regression

analysis. t
EXPERIMENTAL RESULTS

IL-2 Binding to Small-Molecule Ligands

Two experimental situations can be studied by equi-
librium AU. In the first, the small molecule is detected
at wavelengths where the protein does not absorb. In
the second, both protein and small molecule are de-
tected, and the AU signal is the sum of these compo-
nents. To determine whether HetFitter was applicable
in both situations, we analyzed SP2214 binding to IL-2
at 330 nm, where only the small molecule significantly
absorbs light, and 290 nm, where both molecules con-
tribute to the measured absorption signal (Fig. 2). Fig-
ure 3 shows the measured sedimentation equilibrium
curves (S(r)’s) at a rotor speed of 25K rpm for 25 mM
SP2214 bound to increasing concentrations of IL-2 (8,
25, 100 mM). Figure 3A shows data at 290 nm; Fig. 3B
gives 330-nm data.

As described under Materials and Methods, S(r)
curves are fit globally by HetFitter in two steps. First,
a dissociation constant (K ab) is assumed and curves are
fit to Eq. [1]. The concentrations of reagents are al-
lowed to vary freely during this fitting procedure. In
the second step, the total amounts of protein and li-
gand are calculated from the concentrations deter-
mined by the curve fit. The process is then repeated for
different guesses of pK ab and the calculated concentra-
tions are compared to the user-entered concentrations.
This is done systematically by plotting the RMS differ-
ence between the calculated and actual component con-
centrations (xmat) versus the negative log10 of the het-
rodimer dissociation constant in molar units (pK ab).

The minimum point in the xmat vs pK ab curve deter-
ines the best-fit value for the dissociation constant of

FIG. 2. Absorbance spectra for IL-2 and small-molecule ligands.
The main graph shows the optical absorption extinction coefficients
(M21 cm21) versus wavelength (nm) for Ro26-4550 (dashed line),
SP2214 (solid line), SP1189 (long-dashed line), and IL-2 (dotted line).
Inset shows the absorbance spectrum (extinction coefficient versus
wavelength) for SP1189.
he protein–ligand interaction. The value of xmat at the
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minimum indicates how well the experimental data
could be matched to the user-input concentrations and
extinction coefficients.

The results for SP2214 binding to IL-2 are consistent
with K ab determined by other methods. The 7.5 mM K ab

calculated from the data where only the ligand is de-
tected (330 nm) is reasonably close to the 4.2 mM K ab

calculated from the 290-nm data where both ligand
and compound are observed. These values compare
well to the IC50 values (4–9 mM, three measurements)
determined by inhibition assays in which IL-2 is com-
peted from IL-2Ra by SP2214.

We also measured the K d of SP1189 bound to IL-2.
The UV spectrum of SP1189 is not favorable for mon-
itoring binding by absorbance; the maximum extinc-
tion coefficient for SP1189 is only 1250 M21 cm21 at 270
nm, a wavelength where IL-2 has an extinction coeffi-
cient close to 10,000 M21 cm21 (Fig. 2). Nevertheless,
we are able to detect binding of SP1189 to IL-2 by
raising the concentration of compound to 80 mM in the
presence of 40 or 80 mM IL-2. SPA measurements yield
an IC50 between 30 and 90 mM for this interaction.
Similarly, two separate AU experiments give K d values
of 30 and 100 mM (Fig. 4), with xmat values of 0.030 and

FIG. 3. Results from fitting SP2214/IL-2 AU data with HetFitter.
SP2214/IL-2 mixtures at equilibrium at a rotor speed of 25K rpm. For
12,500 M21 cm21 at both 290 and 330 nm. For IL-2, user input data
M21cm21 at 330 nm. For all data sets, n 5 0.753 ml/g and r 5 1.002 g
100, 25, and 5 mM for IL-2 (sets 1, 2, and 3, respectively). Cell menisc

osition was determined graphically based on loss of light intensity
esiduals at the optimum pK ab for sets 1, 2, and 3. Center panels sho

the RMS deviations of computed concentrations (xmat) versus assumed
and computed (downward right-hatching) concentrations for compon
pK ab value.
0.018, respectively. For both trials, xmat vs pK ab curves
have a well-defined minimum; both curve fits and ma-
terial balances are within acceptable limits. HetFitter
is therefore able to determine reasonable values for K d

even when the compound absorbance is weaker than
that of the protein.

We have observed a close correlation between K ab

and IC50 values for a series of small-molecule ligands
bound to IL-2 (Fig. 5). For IC50 values between 5 and
500 mM, K ab values determined by AU are within 2-fold
of the measured inhibition constants. The experiment-
to-experiment variation in both SPA and AU is ;2-
fold; the correlation is therefore about as accurate as
the measurements themselves. Notably, these com-
pounds vary not only in IC50 values but also in absor-
bance spectra. Based on these data, we expect HetFit-
ter to be applicable to compound/protein interactions
with K ab’s in the micromolar range, provided that the
small molecules show measurable absorbance (0.2) at
concentrations within approximately 5- to 10-fold of
their measured IC50.

Comparison of HetFitter and TWOCOMP

SP2214/IL-2 binding data were fit with the program

) 330-nm data. (B) 290-nm data. Both A and B represent the same
2214, the following data were input by the user: MW 5 572 Da, ea 5
cluded: MW 5 16,000 Da, eb 5 5000 M21 cm21 at 290 nm, eb 5 67

l. Loading concentrations were 25 mM for SP2214 (all data sets) and
ositions were fixed to the first point used in the data set, and bottom
the chamber boundary. For both A and B, top panels show the fit

he raw data points and optimum pK ab fit lines. (Bottom panels) Left,
ab; and right, histograms comparing actual (downward left hatching)

s A (light) and B (dark) for each set obtained with fitting at optimum
(A
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“2C1SFIT” in the TWOCOMP package using the same
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104 ARKIN AND LEAR
units, adjusted extinction coefficients, and loading con-
centrations we used in HetFitter (Fig. 6). In contrast to
the data described for HetFitter (Fig. 3), 2C1SFIT not
only provided very unsatisfactory fits to both data sets
but also, for the 290-nm data, gave a pK ab value (10.8)

ell outside the range expected (4–9). The pK ab value
or the 330-nm data (5.1) was within this range but the
oor quality of the data fit would preclude attaching
ny significance to this value. Allowing the components
o have globally varying association “competencies”

FIG. 4. Results from fitting SP1189/IL-2 AU data with HetFitter.
Measurements were taken at equilibrium with detection at 270 nm
and a rotor speed of 25K rpm. For SP1189, the following data were
input by the user: MW 5 453 Da, ea 5 1250 M21 cm21. For IL-2, user
input data included MW 5 16,000, eb 5 9800 M21 cm21. For both data
ets, n 5 0.753 ml/g and r 5 1.002 g/ml. Loading concentrations were

80 mM for SP1189 (both data sets) and 40 and 80 mM for IL-2 (sets 1
nd 2, respectively). Cell meniscus positions were fixed to the first
oint used in the data set, and bottom position was determined
raphically based on loss of light intensity at the chamber boundary.
Top panels) The fit residuals at the optimum pK ab for sets 1 and 2.

(Center panels) The raw data points and optimum pK ab fit lines.
Bottom panels) Left, the RMS deviations of computed concentra-
ions (xmat) versus assumed pK ab; and right, histograms comparing

actual (downward left hatching) and computed (downward right
hatching) concentrations for components A (light) and B (dark) for
each set obtained with fitting at optimum pK ab value.
the fcomp parameters in the program) frequently gave 0
nonconverging curve fits or good fits for only a single
data set, and fits were highly dependent on parameter
starting values. In general, varying these parameters
gave unsatisfactory results.

The underlying reason for the inability of the
TWOCOMP program to fit this data is that small er-
rors in concentrations excessively bias the curve fit. To
demonstrate this more clearly, we used simulated equi-
librium sedimentation data where heterodimerization
was assumed to occur between monomer A (200 Da)
and monomer B (15 kDa) with a pK ab 5 5. Three
different molar concentrations of components were
chosen to simulate situations where equilibrium con-
centration profiles would be sensitive to values of pK ab.
These data sets were then fit globally using both Het-
Fitter and 2C1SFIT. In fitting with HetFitter, pK ab

was fixed to values spanning 62 pK ab units of the
simulation value (pK ab 5 5). In fitting with 2C1SFIT
pK ab was allowed to vary freely, but with material
constraints on the two component concentrations. With
exactly correct component concentrations both meth-
ods returned equally good fits to the data (not shown)

FIG. 5. Correlation plot showing pK ab values calculated from AU
data plotted versus 2log(IC50) data determined by SPA for a series of
compounds (see supplementary material for details). AU measure-
ments were performed on 25, 40, or 80 mM compound; the concen-
tration was chosen based on the absorptivity of the molecule. Typi-
cally, three concentrations of protein were added to a constant
concentration of compound, at IL-2:compound ratios of 1:4, 1:1, and
1:4. Determinations of K ab were made at rotor speeds of 20K and/or
25K rpm. Inhibition constants (IC50) were measured in SPA experi-

ents where compound concentrations were varied 200,000-fold.
eported values represent an average of at least two experiments
nd are accurate within twofold of the average. While we have fewer
rials for AU data, the accuracy for K ab values in HetFitter seems
lso to be within twofold of the average. The line represents the best
t to the data and has a slope of 1.29 and a correlation coefficient of

.98.



v
H
t
c

n
m
m
w

b
e
a
p
s
h
a
a
w

pK

105HETEROMERIC ASSOCIATION DATA ANALYSIS
and the correct value for the heterodissociation con-
stant. However, when the concentrations of component
A were in error by 610% (see Fig. 7), 2C1SFIT pro-
ided a very unsatisfactory fit to the data whereas
etFitter returns the same quality (actually, exactly

he same) fit to the experimental data and also the
orrect value for pK ab. The xmat returned for pK ab in

HetFitter is higher when the concentrations are in
error by 10%; this increased value of xmat provides a
diagnosis for errors in the user-input data. Interest-
ingly, for these simulated data sets, the value for pK ab

returned by 2C1SFIT (4.95) was very close to correct.
This is because, in this particular, deliberately chosen
case, the concentration of the virtually invisible com-
ponent B could be anything were it not for the material
constraint. This constraint forces the equilibrium cal-
culation of 2C1SFIT to be close to correct, but at the
expense of the fit quality. This was also the case with
the 2C1SFIT fitting of 330-nm data for IL-2/SP2214
binding (Fig. 6A). For the 290-nm data, where both
components contribute to the signal, highly erroneous
pK ab results were obtained.

Notes on Accuracy and Reliability

We have shown that equilibrium AU can be used to
obtain K ab values for small-molecule ligands of IL-2.
Since the early observations of Schachman (12), there
have been very few examples of such experiments in

FIG. 6. Results of using “2C1SFIT” (TWOCOMP) to fit data sets of F
as with HetFitter. Only the monomer heteroassociation constant (K1
to units used in HetFitter) were pK ab 5 4.7 (330-nm data in A) and
the literature, and therefore HetFitter could be an
important new tool in the drug-discovery laboratory.
However, as with any quantitative method employing
complex, nonlinear calculations, the reliability of the
calculated quantities must be assessed carefully. For
example, when binding is so tight that negligible quan-
tities of either monomeric component are present, one
can only determine the lower limit for the dissociation
constant. In the HetFitter procedure, this instance
shows up as a plateau instead of a well-defined mini-
mum in xmat vs pK ab plot. Because most compound and
protein extinction coefficients are less than 20,000 M21

cm21, measurable (.0.02 A) concentrations of compo-
ents are limited to the micromolar range so submicro-
olar binding constants cannot accurately be deter-
ined. Development of fluorescence-detected AU (24)
ould permit measurement of much tighter binders.
It is helpful, where possible, to design experiments

y mathematical modeling to define optimum ranges of
xperimental parameters. The great versatility of UV
bsorption at user-selectable wavelengths allows com-
onent concentrations to be selected for optimum mea-
urement of binding constants. For example, as we
ave done with the series of compounds reported
bove, we were able to choose concentration ranges and
ppropriate wavelengths to observe binding to IL-2
ith K ab values ranging from 5 to 500 mM. Of course,

the accuracy of these dissociation constants is limited
by the accuracy of extinction coefficient and baseline

3. Parameters used were the same (after required units conversions)
2CSFIT) was allowed to vary for fitting. Values returned (converted

ab 5 10.8 (290-nm data in B).
ig.
1 in
data. We (and Minton (11)) have found that best fitting
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(lowest xmat in HetFitter) is obtained when extinction
coefficients are derived from XLA absorbance data. As
we demonstrate above, acceptable curve fits and pK ab

values are not overly sensitive to concentration errors
when experimental conditions are chosen judiciously.
However, as in other equilibrium centrifuge methods,
incorrect baselines can have a significant effect on the
accuracy of parameters determined by curve-fitting of
concentration gradient data. For experiments using
low-molecular-weight compounds that contribute sig-
nificantly to absorbance at the meniscus, baselines
should not be allowed to vary in curve fitting. Instead,
we assume them to be zero and routinely run a menis-

FIG. 7. Results of fitting simulated data sets for MWA 5 200;
MWB 5 15,000; ea 5 10,000; eb 5 100; simulation loading concentra-
tions of component A 5 20, 10, and 5 mM; program input concentra-
ions 5 18, 11, and 4.5 mM. Component B simulation and input
oncentrations were 100 mM (all sets). Cell meniscus and bottom
ositions were fixed to the exact values used in the simulations. (Top)
ptimum fit residuals for HetFitter (bars) and 2CSFIT (lines; these

atter have y values reversed from HetFitter’s for clarity of presen-
ation); (center) data points and fitted lines for HetFitter (left) and
CSFIT (right); (bottom left) RMS deviations of computed concentra-
ions (xmat) versus pK ab; and (bottom right) histograms of actual and
omputed concentrations for each set obtained with HetFitter fitting
t optimum pK ab value.
cus depletion experiment with samples containing only
protein to check the accuracy of that assumption. The
sensitivity of the other parameters to baseline errors
can be determined by fitting data for a reasonable
range of fixed baseline values. For the data in Fig. 3A,
for example, fitting with fixed baselines of 60.01 ab-
sorbance units produced a variation of 60.13 in mini-
mum pK ab values.

CONCLUSION

HetFitter is a method for analyzing heteromeric dis-
sociation constants. We have demonstrated its use for
measuring the binding of small-molecule ligands to
proteins; however, the method is general and can be
used for analyzing protein–protein and protein–nucleic
acid interactions. HetFitter handles mass balance in a
separate step from curve fitting, distinguishing this
method from previously published approaches. Treat-
ing mass balance as a secondary parameter allows for
the inevitable difficulties with determining compound
concentrations and extinction coefficients accurately.
Inaccuracies in these user-input parameters result
from errors in measuring small amounts of material as
well as from limitations in the wavelength accuracy of
the XLA itself. Calculated K ab values are not highly
sensitive to small errors in concentration, and the
value of xmat at the K ab provides an additional check of
user-input parameters. HetFitter is therefore a robust
method for measuring K ab’s for small-molecule/protein
interactions.

AU methods have been receiving increased attention
from the drug-discovery community, and improve-
ments in both hardware and software continue to ex-
pand the range of uses for this technique. AU is able to
detect binding of suitably light-absorbing compounds
to proteins with K ab’s as low as 1 mM, making it an
appropriate method for early stage drug discovery.
Centrifugation data has been used qualitatively to
rank the affinity of ligands as well as identify non-
drug-like mechanisms of inhibition. HetFitter further
expands the utility of AU for drug discovery by permit-
ting quantitative assessment of drug/protein interac-
tions.
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